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We present an analytical framework for the performance analysis of CSMA/CA based wire-
less mesh networks. This framework can provide an accurate throughput-delay evaluation
for both saturated and unsaturated cases. An efficient algorithm that determines the colli-
sion domain for each node based on both the interference range and routing in the network
is presented. As another important application of this framework, we develop an analytic
model that enables us to obtain closed form expressions for delay in terms of multipath
routing variables. A flow-deviation algorithm is used to derive the optimal flow over a
given set of routes for any number of classes. The model takes into account the effects of
neighbor interference and hidden terminals, and tools are provided to make it feasible
for the performance analysis and optimization of large-scale networks. Numerical results
are presented for different network topologies and compared with simulation studies.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Wireless mesh networks are multi-hop access networks
used to extend the coverage range of current wireless net-
works [1]. They are composed of mesh routers and mesh
clients, and generally require gateways to access the back-
haul links.

High performance, including high throughput and low
delay, is required for mesh networks because they are
mainly used to serve commercial and residential custom-
ers. In this paper we aim to provide a scalable analytical
framework for throughput-delay analysis in wireless mesh
networks and explore possible ways to improve their
performance.

Like most work in this field [5,7–10,14], we focus on the
effects of the medium access control (MAC) layer, the layer
that has the largest difference between wired and wireless
packet networks. Factors from the upper protocol layers
that affect the performance are beyond the scope of this
study and are not considered.
. All rights reserved.
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The medium access control of mesh routers can be
either centrally controlled by the base station (e.g.
TDMA/FDMA/CDMA), or distributively controlled by each
mesh router, typically using some form of CSMA/CA proto-
col. Despite its inefficiencies, the CSMA/CA based IEEE
802.11 protocol dominates in mesh network applications
because it is economical. For this reason, IEEE 802.11 and
the more fundamental CSMA/CA protocol are the main
MAC protocols studied in mesh networks, and our work
presented in this paper is also based on CSMA/CA. In more
detail, it is based on non-persistent CSMA studied by Klein-
rock and Tobagi [12], which is the basis for current IEEE
802.11 type protocols.

Most implementations of CSMA/CA based wireless net-
works, including IEEE 802.11, are slotted systems with
fixed size data frames. This would indicate the use of
discrete models. However, an important observation made
by Kleinrock and Tobagi [12] was that only the first
moment of the retransmission delay distribution has an
effect on the throughput-delay performance. This property
allows for accurate continuous time models to be
developed that avoid the difficulties of modeling cyclical
behavior and synchronization found in discrete models.
ased analytical framework for CSMA/CA wireless mesh networks,
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Recently, Medepalli and Tobagi [9], go so far as to show
that a simple M/M/1 model can give a reasonable approx-
imation for the throughput-delay analysis of IEEE 802.11
networks.

As pointed out by Tobagi [2], the exact throughput-de-
lay analysis for multi-hop networks requires a large state
space. For large topologies, an exact analysis is almost
impossible, leading us to consider an approximate analysis.
The most common approximation methods are single node
based models, where each node has a view of the neighbor-
hood characterized by a number of parameters represent-
ing the average behavior of the neighboring nodes.
Parameters for all nodes are then found through an itera-
tive process. Representative work of this type include
Leiner [3], Silvester and Lee [4], Bianchi [10], Medepalli
and Tobagi [9], and Garetto et al. [8]. In this paper, the ana-
lytical model we introduce is also based on a single node
analysis. Interfering nodes and hidden terminals are taken
into account when computing the probability that a node
successfully transmits frames. However, with our analyti-
cal framework we not only provide both throughput and
delay based performance evaluation, but also provide ways
to improve the performance of the network, for example,
by choosing the best routing paths, including multipath
routing.

Multipath routing, also known as alternate path routing
(APR), is an efficient way for avoiding congestion and loss
in mesh networks and achieving higher capacity. By dis-
tributing traffic using different paths alternatively, the load
in the network can have better balance, and thus achieve
better performance [19–21].

The main contributions of this paper include: (1) A scal-
able model for the throughput-delay analysis of wireless
mesh networks that is accurate at both saturated and
unsaturated loads. The performance of each node can be
analyzed in isolation based on the knowledge of interfering
neighbors and hidden terminals, which has much lower
complexity than methods that maintain state of the com-
plete network. The algorithm for deciding the hidden ter-
minals also guarantees that our method can be easily
applied for networks with large topologies. (2) Under an
infinite buffer assumption, the Pollaczek–Khinchin (P–K)
formula is used to derive closed form expressions for the
mean waiting time in terms of path flow variables, which
makes it possible for optimizing the network based on
multipath routing. The biggest advantage of this optimiza-
tion is that the network can achieve better load balance
and accommodate more traffic. A two step method is pre-
sented to provide reliable QoS for high priority traffic while
guaranteeing the performance of the whole network.

The rest of this paper is organized as follows: In Section
2, we discuss related work; in Section 3 we describe the ba-
sic model and exploit the neighbor relationships to derive
solutions using iterative algorithms. In Section 4, the
closed form representation of delay at each node is derived
and a corresponding optimization model is introduced,
both for a single class and multiple classes of traffic. Exam-
ples using our method for the analysis and optimization of
wireless mesh networks are shown in Section 5. Section 6
concludes this paper.
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2. Related work

In the work by Leiner [3], a model of the neighborhood
around each node is developed and characterized by a
number of parameters representing average behavior.
Parameters for all nodes are then found through an itera-
tive process. However, in Leiner’s work, single-hop models
are used for the neighborhood around each node, which
means that all of the interfering nodes of a certain node
interfere with each other. This makes the model relatively
simple, but is generally not applicable for most multi-hop
networks.

In a more recent work, Carvalho and Garcia-Luna-
Aceves [6] present a single node based model that takes
into consideration the effects of the physical layer param-
eters, MAC protocol, and connectivity. However, they
mainly focus on the throughput of nodes for the saturated
case, and no delay based analysis is addressed. Garetto
et al. [8] address fairness and starvation issues by using a
single node view of the network that identifies dominating
and starving flows, and accurately predicts per-flow
throughput in a large-scale network. Although they also
address the unsaturated load case, a delay based analysis
is not included. Cali et al. [14] used a p-persistent CSMA
mechanism instead of binary exponential backoff (BEB)
to model the backoff behavior in IEEE 802.11 LANs. They
discovered ways to maximize the throughput by finding
the optimal contention window size for backoff.

The work of Medepalli and Tobagi [9] is based on the
framework of Bianchi’s work [10] with IEEE 802.11 Distrib-
uted Coordination Function (DCF). They extend Bianchi’s
work to include multi-hop networks, attacking the unsatu-
rated load situation, and providing a delay based analysis
using an M/M/1 assumption. Their computing complexity
is also low due to the use of a single node based analysis.
However, no closed form about delay is presented in their
work, thus making delay based optimization impossible.

The work of Boorstyn et al. on node group based decom-
position [5] is another representative approach for the per-
formance analysis of CSMA/CA based multi-hop networks.
Wang and Kar [7] basically use the same framework, but
extend it to more complex MAC protocols by considering
RTS/CTS exchange, and study fairness issues. Their main
contribution is that large networks can be decomposed
into smaller groups, called ‘‘independent sets”, consisting
of nodes that can transmit simultaneously. Markov chains
are then built for those ‘‘independent sets” and product
form solutions for steady state are obtained. The need to
compute all possible independent sets in the network
makes the complexity of the algorithm prohibitive. Fur-
thermore, this method can only be used for throughput
and fairness analysis when the system is saturated, so a de-
lay analysis is not provided.

It is worthy to mention that, although applying the idea
of ‘‘independent set” to the analysis of the whole network
is formidable, it is profitable to use it for neighboring nodes
around a certain node. This technique was used by Garetto
et al. [8].

With respect to multipath routing in multi-hop net-
works, work appearing in the literature include Hass
ased analytical framework for CSMA/CA wireless mesh networks,
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et al.[19], Du et al. [22], Valera et al. [20], and Mosko and
Garcia-Luna-Aceves [21]. In Hass et al. [19], the effect of
route coupling on the efficiency of multipath routing is
studied, both for the multiple channel and single channel
case. The coupling between routes is gauged as the number
of nodes that are unable to receive on one path while nodes
on another path are transmitting. The analysis pays more
attention to the routing protocol itself and is more heuris-
tic, and no quantified analysis for delay is given. Du et al.
[22] utilize the benefit of heterogenous networks. The path
along nodes with high power (those having higher data
rates, larger transmission range and less hops) is chosen
to take the most traffic. Their idea is close to multipath
routing, in that most traffic will take the best path. How-
ever, similar to the work of Hass et al. [19], their work is
protocol based and heuristic. Valera et al. [20] present
the benefit of caching and using alternative paths when
some routes fail in wireless ad hoc networks. Again their
work defines a protocol rather than provides a perfor-
mance analysis, while in Mosko and Garcia-Luna-Aceves
[21], their main concern is to exploit the mesh connectivity
to save path discovery operations, thus having less addi-
tional cost while obtaining better performance.

In conclusion, most current work about multipath rout-
ing in wireless multi-hop networks focus on the develop-
ment of protocols, while the quantitative analysis, like
which paths should be taken, what is the best traffic distri-
bution etc., is lacking. In our work, we will take a system
view to study the effect of interference and load on the
choice of routes that maximize the system performance.
As the result of optimization, we might need multipath
routing, or just find the single best path. This work can
be a good tool for finding the best deployment in practice.

Preliminary analytical work for this paper was pre-
sented in [23], and in [24] we show a few examples that
support multiclass traffic. The topologies considered in
those papers are simple. In this paper, we provide analy-
sis about the computing complexity, and use an arbi-
trarily generated topology for performance analysis and
optimization.
3. Basic model

Similar to work presented in [7,8], our model is based
on a generic carrier sense multiple access protocol with
collision avoidance (CSMA/CA). We generalize on the work
of Kleinrock and Tobagi [12,13] and Boorstyn et al. [5] to
include a finite number of nodes, multiple hops, and inter-
ference caused by routing (hidden terminals). Nodes hav-
ing frames to transmit can access the network if the
medium is idle. If the medium is detected as being busy,
a node will reattempt to access the medium after a speci-
fied time interval. We use a nodal decomposition method
that relies on an iterative process to determine the proba-
bility that a transmission attempt is successful.

We assume that messages at each node i are generated
according to a Poisson distribution with mean rate ki.
Kleinrock and Tobagi [12,13] found that the throughput-
delay performance of single-hop networks was dependent
on only the first moment of the transmission delay and
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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that there was no significant performance difference be-
tween continuous and slotted models. More recent work
by Medepalli and Tobagi [9], and the simulation results
presented in this paper confirm this observation for mul-
ti-hop networks. These observations allow us to use expo-
nential distributions for the transmission times and
backoff periods without any significant loss of accuracy.
All frame transmission times have a mean duration of
1=l. Likewise, the mean channel capacity is taken to be
l. We assume a mechanism similar to the two phase colli-
sion resolution used by Yang and Vaidya [25] where colli-
sions are resolved during backoff stages. This mechanism
allows the node to determine if the medium is available
or if it must wait and reattempt access to the channel.
We assume that the RTS/CTS collision resolution (including
RTS/CTS collisions and retransmissions) occur during this
backoff period which has mean duration of 1=b, resulting
in a geometrically distributed number of transmission at-
tempts (see Cali et al. [14].) Additionally, each node backs
off after a successful transmission to ensure that other
nodes can get chance to transmit, which is especially
important in order for the protocol to achieve fairness.
The probability that node i finds the medium free and is
able to successfully transmit a message is denoted as ai.
If node i interferes with node j, then node j also interferes
with node i (symmetrical transmission range.) All success-
fully transmitted frames are received error free.

In multi-hop networks, some nodes directly interfere
with each other and some indirectly interfere (hidden ter-
minal problem [13].) Those nodes that directly interfere or
are hidden terminals to each other cannot send messages
at the same time. We refer to all these nodes as ‘‘neigh-
bors” and introduce a ‘‘neighbor matrix”, N, in Section
3.3, to derive these relationships.

When the system achieves steady state, we assume that
the probability ðaÞ that a node finds the medium idle when
it attempts to transmit is a constant. That means the num-
ber of backoff periods (denoted as k) that a node needs to
experience before it successfully accesses the medium is
geometrically distributed. At the same time, the length of
the total backoff period before a transmission is the
convolution of a possibly infinite number of backoff time
units. The Laplace transform for k successive backoff

periods is b
ðbþsÞ

� �k
. The probability mass function for the

number of backoffs k in this period is geometric

Pr½number of backoffs ¼ k� ¼ að1� aÞk�1. The Laplace
transform for the total backoff period:

F�ðsÞ ¼
X1
k¼1

að1� aÞk�1 b
ðbþ sÞ

� �k

¼ ab
abþ s

: ð1Þ

That is to say, the backoff period is exponentially distrib-
uted with the average rate being ab, thus the queueing
model for a single node can be depicted as in Fig. 1.

For each state ðl; SÞ or ðl;BÞ in Fig. 1, S represents that the
node is transmitting (sending), B means that it is backing
off, and l represents the number of frames waiting in the
queue. The buffer size is L. When l ¼ 0, it means that there
is no frame at this node, so the node is in idle state. This is
an M/G/1/L model with a load dependent server from which
ased analytical framework for CSMA/CA wireless mesh networks,
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Fig. 1. Markov chain diagram of a single node.

Fig. 2. Busy probability of neighbors viewed by node i.
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the steady state, busy probability, blocking probability, etc.
can be derived [15].

3.1. Calculation of state probabilities, blocking probabilities,
throughput and delay

The service time distribution at each node consists of
both the transmission time and the waiting time at the
head of a queue (when the node is in ‘‘backoff” state). It
has a matrix exponential distribution representation

FðtÞ ¼ 1� p expð�BtÞe0; ð2Þ

where p is the starting vector for the process, B is the pro-
gress rate operator for the process, and e0 is a summing
operator usually consisting of all 1’s [15]. The moments
of the matrix exponential distribution are

E½Xn� ¼ n!pB�ne0: ð3Þ

Based on the Markov chain of Fig. 1, the matrix exponential
representation of the service distribution at each node i is

p ¼ 1 0½ �; B ¼
bai �bai

0 l

� �
: ð4Þ

The steady state probability vectors pl for the M/G/1/L sys-
tem has the following closed form solution.

pl ¼ p0pU l; 1 6 l 6 L ð5Þ

where the matrix geometric generator U is given by
U ¼ kðkI þ B� ke0pÞ�1, I is the identity matrix of the same
dimension as B, and p and B are defined in Eq. (4). The va-
lue of p0 can be found using the normalization equation
p0 þ

PL
l¼1ple0 ¼ 1. The probability of blocking, PBk, mean

throughput, Tpt, average number of frames at a node, N,
and mean delay, T , are given below.

PBk ¼ pLe0; ð6Þ
Tpt ¼ kð1� PBkÞ; ð7Þ

N ¼
XL

l¼1

lple0; ð8Þ

T ¼ N=Tpt: ð9Þ

Strictly speaking, for internal nodes in the network that re-
lay messages, the arrivals from different sources may be
correlated with each other, so the aggregate arrival stream
will not be Poisson. However, the assumptions we make al-
low us to use the M/G/1/L model, which produces results
that are extremely close to simulation.
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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3.2. Calculating successful transmission probabilities

As defined above, ai is the probability that node i suc-
cessfully accesses the medium during a transmission at-
tempt, so ai is a statistical view of the medium being idle
when node i has a frame to send. Now consider the state
of the medium in the region around node i. As shown in
Fig. 2, there are three possible states for node i: (1) being
‘‘idle”, with probability PI½i�, (2) being in ‘‘sending” state,
with probability PS½i�, and (3) being in ‘‘backoff” state, with
probability PB½i�. When a node is transmitting frames, it is
in its ‘‘sending” state. Let qi be the queuing system utiliza-
tion of node i, which means this node is either in its ‘‘back-
off” or ‘‘sending” state, so qi ¼ PS½i� þ PB½i� and PB½i� can be
expressed as qi � PS½i�.

Instead of calculating ai directly, it is easier to compute
its complementary part – the failure probability given a
transmission attempted. The computation of this condi-
tional probability is shown as follows:

1� ai ¼ P½FailurejAn attempt tried�

¼ P½An attempt tried and failed�
P½An attempt tried�

¼ P½Node i in backoff and neighbors busy�
P½Node i in backoff� : ð10Þ

Note that a node will attempt to transmit only when it is in
backoff and the attempt will fail if at least one neighbor is
busy. Now the problem becomes how to compute the
probability that a node is in backoff while at least one of
its neighbors is busy.

As can be seen in Fig. 2, when at least one of node i’s
neighbors is busy, node i is at either idle or in backoff, thus
ased analytical framework for CSMA/CA wireless mesh networks,
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P½Node i in backoff and neighbors busy�
¼ P½Neighbors busy�
� P½Node i idle and neighbors busy�: ð11Þ

As the busy state of neighbors will only cause node i to
backoff, the event that node i is idle is independent from
the event that neighbors become busy. This means

P½Node i idle and neighbors busy�
¼ P½Node i idle�P½neighbors busy�
¼ ð1� qiÞ[k2xi

PS½k�: ð12Þ

Here xi represents all nodes that are neighbors of node i,
and [k2xi

PS½k� is the total ‘‘sending” probability of all those
neighbors.

After combining Eqs. (10)–(12), the failure probability
for a transmission attempt can be computed as

1� ai ¼
qi[k2xi

PS½k�
qi � PS½i�

: ð13Þ

The success probability for a transmission attempt is
thus

ai ¼
qi � PS½i� � qi[k2xi

PS½k�
qi � PS½i�

¼ 1� PS½i�=qi � [k2xi
PS½k�

1� PS½i�=qi
: ð14Þ

The value of ai is determined by the ‘‘sending” probability
of node i itself and its neighbors k 2 xi. Likewise, each
neighbor k will have node i as its neighbor, and its success-
ful transmission probabilities will depend on node i. There-
fore, we need to either solve a system of equations or use
an iterative method to find the value of ai as explained in
subsection 3.6.

In order to compute [k2xi
PS½k� (the medium busy prob-

abilities as seen by node i), we need to solve several prob-
lems first: Which nodes will prevent node i from sending?
Will all the sending times of neighboring nodes kðk 2 xiÞ
be mutually exclusive? If not, how should we decide the
possible nodes that can transmit simultaneously? (We call
them simultaneously transmitting nodes.) How do we calcu-
late the corresponding simultaneous transmitting proba-
bility? In the following subsections we will introduce
ways to solve the above problems.

3.3. Neighbor matrix

As mentioned by Jain et al. [16], an interference matrix,
F, can be easily configured based on the interference rela-
tionship between nodes. However, deriving hidden termi-
nal relationships is not provided in their paper. Here we
provide a way to identify the hidden terminal relationship
based on the known routing information and the interfer-
ence relationship. The hidden terminal relationship and
the direct interference relationship will be combined into
a ‘‘neighbor matrix”, N.

We define a binary routing matrix R to represent the
routing relationship. Denote Rij ¼ 1 if node i sends mes-
sages to j, otherwise Rij ¼ 0. In the interference matrix F,
if node i and j are interfering with each other, we denote
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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F ij ¼ 1 and F ji ¼ 1, otherwise F ij ¼ 0 and F ji ¼ 0. The algo-
rithm to derive the neighbor matrix is shown below. Note
that all multiply and add operations are Boolean algebra
operations.

Algorithm 1. Neighbor matrix

Step 1: Generate the hidden terminal relationship: Multiply
R by F to get a new matrix H = R F. The hidden ter-
minal information is already embedded in H,
since if node i and j are hidden terminals to each
other, there must exist one or more nodes k such
that Rik ¼ 1 (node i wishes to talk to node k) and
Fkj ¼ 1 (node k and node j interferes with each
other), so Hij ¼

P
kRikFkj ¼ 1;

Step 2: Combine the hidden terminal relationship with the
direct interference relationship: let Y = H + F;

Step 3: Remove the self-neighbor relationship: Change all of
the diagonal elements of Y to 0 (a node is not con-
sidered a neighbor to itself). The resulting matrix
is the neighbor matrix N. This matrix incorporates
both the interference relationship and the hidden
terminal relationship. Note that Nij ¼ 1 means
that node i and j are ‘‘neighbors” to each other;
Nij ¼ 0 means that they are not ‘‘neighbors”,
allowing them to transmit simultaneously. With
the symmetrical assumptions of the interference
relationships and the hidden terminal relation-
ships in this paper, the neighbor matrix, N, is also
a symmetrical matrix. We can now define xi in
Eq. (14) as the set of nodes represented by 1’s in
the ith row of the neighbor matrix N.
3.4. Simultaneously transmitting nodes

There may be nodes that are neighbors to node i that
are neither hidden terminals nor directly interfering nodes
with each other. Thus, the probability that two or more
nodes can send messages simultaneously (they are not
neighbors to each other, but all are neighbors of node i)
is very important information for calculating the medium
busy probability around node i, which we defined as
[k2xi

PS½k�.
When there are m (two or more) nodes that can trans-

mit simultaneously, we call the set of those nodes simulta-
neously transmitting groups denoted as STGm, here m is
defined as ‘‘group degree”.

Algorithm 2. Simultaneously transmitting groups

Step 1: Take the complementary set of the neighbor
matrix N to identify the simultaneously transmit-
ting pairs. Since this matrix describes the rela-
tionship between any two nodes, we denote it as
S2, so S2 ¼ N.

Step 2: For all node pairs ði; jÞ such that S2;ij ¼ 1 (to avoid
the duplication, we just consider the upper diago-
nal part of S2), list all possible nodes k (different
from i; j) such that S2;ik ¼ 1 and S2;kj ¼ 1, and put
all valid node groups ði; j; kÞ into set STG3.
ased analytical framework for CSMA/CA wireless mesh networks,
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Step 3: For each node group ði; j; kÞ in STG3, find all possi-
ble nodes m such that S2;im ¼ 1; S2;jm ¼ 1 and
S2;km ¼ 1, and put all valid node groups ði; j; k;mÞ
into STG4. The above process continues until we
reach n such that no n nodes can transmit
simultaneously.
3.5. Simultaneous transmitting probabilities

The busy probability of the medium around each node i
in the multi-hop environment can be calculated as

[k2xi
PS½k� ¼

X
k2xi

PS½k� �
X

ðk1 ;k2Þ2STG2

PS½k1k2�

þ
X

ðk1 ;k2 ;k3Þ2STG3

PS½k1k2k3� � . . . ; ð15Þ

where k1; k2; k3 . . . 2 xi. Now we need to calculate the
simultaneous transmitting probabilities PS½k1; k2�;
PS½k1; k2; k3�; . . .

For two nodes that are not neighbors to each other, if
they also do not have shared neighbors, we assume that
they can independently transmit; if they have shared
neighbors, they are independent only during the period
when no messages are being transmitted to or from the
shared neighbors. In the latter case, these nodes can be
viewed as ‘‘conditionally independent”.

The neighbors of node k1 will be xk1 ¼ fq : Nk1q ¼ 1g,
and the neighbors of node k2 is xk2 ¼ fq : Nk2q ¼ 1g. De-
note xk1k2 ¼ xk1 [xk2 . When both node k1 and k2 are
sending, none of the nodes in xk1k2 can be sending.

PS½k1; k2� ¼ PS½k1; k2;xk1k2
� ¼ PS½k1; k2jxk1k2

�PS½xk1k2
�: ð16Þ

Since nodes k1; k2 are independent conditioned on the
probability that none of the nodes in xk1k2 are sending,
we have

PS½k1; k2jxk1k2
� ¼ PS½k1jxk1k2

�PS½k2jxk1k2
�

¼ PS½k1;xk1k2 �
PS½xk1k2

�
PS½k2;xk1k2 �

PS½xk1k2
� : ð17Þ

PS½xk1k2 � represents the probability that no neighbor of
node k1; k2 is sending, which can be written as
1� PS½xk1k2 � instead. PS½k1;xk1k2 � represents the probability
that node k1 is sending while all the neighbors of node
k1; k2 are not sending. As we know, neighbors of node k1

must not be sending when node k1 is sending, if we denote
xk2k1

as the nodes that are neighbors of node k2 but not of
node k1, we have PS½k1;xk1k2 � ¼ PS½k1;xk2k1

� ¼ PS½k1��
PS½k1;xk2k1

�. Similarly we can get PS½k2;xk1k2 � ¼ PS½k2��
PS½k2;xk1k2

�.
After combining Eqs. (16) and (17), and the computa-

tion for PS½k1;xk1k2 �, PS½k1;xk1k2 �, and PS½xk1k2 �, the resulting
expression is

PS½k1; k2� ¼
ðPS½k1� � PS½k1;xk2k1

�ÞðPS½k2� � PS½k2;xk1k2
�Þ

1� PS½xk1k2
� :

ð18Þ

The calculation of PS½xk1k2 �; PS½k1;xk2k1
�; PS½k2;xk1k2

� can be
done similarly by using Eq. (15). We can get the exact solu-
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tion by solving the system of equations, or by using itera-
tive methods. After we get PS½k1; k2�; PS½k1; k2; k3� etc. can be
computed similarly.
3.6. Iterative process for computing throughput and
transmission probabilities

The throughput and loss probability of node i can be ob-
tained by solving the Markov chain shown in Fig. 1. How-
ever, two parameters involved – ki and ai, are dependent
on the state of the neighboring nodes. The aggregate arrival
rate at node i; ki, consists the originating traffic at node i
and the throughput of upstream nodes that flow into node
i. As for ai, it represents the average view of neighbors,
which in turn will be expressed in terms of the throughput
at neighboring nodes. The iterative process used here is
similar to those used in [3,4,8–11,26]. The method we
use to determine the collision probabilities does not affect
the convergence properties of the iterative methods used
above.

Algorithm 3. Iterative method

Step 1: For each node i, initialize ki (total arrival rate at
each node) and ai.

Step 2: At each iteration, the throughput of each node is
computed using Eq. (7) with the current values
of ki and ai.

Step 3: ai and ki will be recomputed in each new iteration
(a) ki ¼ ko

i þ
P

k:Rkj¼1Tptk, in which ko
i is the origi-

nating arrival rate of node i, and Tptk is the
throughput of node k – an immediate
upstream node of node i.

(b) ai is computed using Eqs. (14) and (15), in
which PS½k� ¼ Tptk

l .
The iteration ends when the difference of the through-

put of all nodes i between two consecutive iterations < �.
3.7. Analysis of computing complexity

To guarantee a reasonable level of performance in wire-
less mesh networks, neighbors of each node should be lim-
ited. In fact, in [27] it is suggested that six direct neighbors
will help to achieve the best throughout performance. So,
the number of simultaneously transmitting pairs can be

as large as 6
2

� �
at most. Obviously,it will not change as

the total number of nodes in the system – n increases. As
the computation for ai will be computed one by one, the

total complexity for computation on all n nodes is 6
2

� �
,

or say OðnÞ. As a result, we can conclude that our method
is scalable.

Another observation is that in the current IEEE 802.11
based metropolitan wireless mesh networks implemented
in Philadelphia, Houston, Taipei, and Hongkong [28], the
number of mesh nodes that can access a gateway is limited
due to the inefficiency of CSMA based protocol in multi-
hop networks. In other words, a huge metropolitan
ased analytical framework for CSMA/CA wireless mesh networks,
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network must be divided into small clusters. The analysis
can be done cluster by cluster. Thus the size of the problem
is controllable.

4. Delay based optimization

With the methods provided in the above Section, per-
formance evaluation in terms of both throughput and de-
lay can be executed using an iterative algorithm similar
to what has been used in [3,10,9]. However, for the case
that loss does not occur in a network, we can get closed
form solutions for ai by making an infinite buffer assump-
tion. This will help us improve the speed of computation
for delay drastically. Even more important, multipath
based network optimization, which is very important for
avoiding congestion and improving the network capacity,
becomes possible. To our knowledge, our analytical frame-
work is the first work that can provide optimization anal-
ysis in CSMA/CA based wireless multi-hop networks.

4.1. Closed form expression for delay

Using Eq. (3) from subsection 3.1, the mean and the sec-
ond moment of the service time at node i are

E½Si� ¼
lþ ai b
ai bl

; E½S2
i � ¼ 2

l2 þ ai blþ a2
i b

2

a2
i b

2l2
: ð19Þ

Using the P–K formula for M/G/1 queues, the mean waiting
time in the queue at each node is E½W� ¼ kE½S2 �

2ð1�kE½S�Þ. By substi-
tuting the expressions for the first and second moment of
the service times and noting that the mean total time spent
at node i is E½Ti� ¼ E½Wi� þ E½Si�, we get

E½Ti� ¼
lþ ai b� ki

ai bl� ki l� ki ai b
: ð20Þ

When the queue is infinite, qi ¼ ki
lþai b
ai bl , where ki is the mean

arrival rate to node i. Also, since there is no loss, the ‘‘send-
ing” probability PS½i� will be ki=l (portion of time that the
medium is used by node i for transmitting frames.) Substi-
tuting qi and PS½i� into Eq. (14) and solving for ai, we get

ai ¼
lð1� [k2xi

PS½k�Þ
lþ b[k2xi

PS½k�
¼ 1� [k2xi

PS½k�
1þ b=l[k2xi

PS½k�
: ð21Þ

Since PS½k� ¼ kk=l, the simultaneous transmitting probabil-
ity in terms of kk – the arrival rate of each node, can be ob-
tained either by solving equation groups shown in Eq. (18),
or getting an approximation by iteration. So now we can
get a closed form expression for ai, and thus E½Ti�. This will
allow us to optimize the network delay.

4.2. Multipath optimization for single class

The main idea of multipath routing is to distribute flows
on several feasible paths. This can be formulated as a flow-
deviation problem [17] since the total traffic for each
source–destination pair is known. As for the objective
function, there can be different choices such as minimizing
the average system delay, or minimizing the maximum de-
lay of links or source–destination pairs. As a preliminary
example we use the average system delay.
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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To express the delay as an optimization problem, we
use the following notation:
K

ased
set of all origin-destination nodes that have traffic

I
 set of communicating nodes in the network

Kk
 average arrival rate for origin-destination pair kP

K
 total arrival rate to the network, K ¼ k2KKk
Pk
 set of possible paths for o-d pair k

kkj
 amount of flow on path j for pair k

ai
 transmission success probability at node i, which is

expressed as a function of the path flow variables kkj

using Eq. (21)

di

kj
 node path indicator: 1 if path j for pair k passes
through node i
Fi
 total flow through node i; Fi ¼
P

k2K
P

j2Pk
di

kjkkj
The optimization problem for minimizing the mean system
delay that a frame experiences in the network is

min
kkj ;Fi

1
K

X
i2I

Fi
lþ aib� Fi

aibl� Fil� Fi aib
; ð22Þ

such that
X
j2Pk

kkj ¼ Kk; k 2K; ð23Þ
X
k2K

X
j2Pk

di
kjkkj � Fi ¼ 0; i 2 I; ð24Þ

kkj P 0; Fi P 0: ð25Þ

Eq. (23) specifies that the total traffic along all possible
paths should be equal to that of the source–destination
pair. As shown in Eq. (24), the total traffic out of each node
is equal to all flows going through it. Another constraint is
that the load on a node will not be greater than the capac-
ity. This usually can be guaranteed in the algorithm, since
the delay (penalty) at a node becomes infinite as the flow
approaches the capacity.

The systems studied by Hegde and Proutiere [31] and
many wired networks do not have a convex rate region
as they allow a single transmitting node to utilize 100%
of the channel. The CSMA/CA systems we are modeling
have a backoff before transmit mechanism. As a result,
the capacity region as a function of the number of nodes
in a collision domain as determined by Eq. (14) is convex

CðNÞ ¼ N=ðNb� lÞ ð26Þ

where b is the backoff rate and l is the transmission rate.
This same expression was also presented by Kleinrock and
Tobagi [12].

Consider a single communicating pair with transmis-
sion path length k, thus requiring k transmissions for each
frame to travel from the source to the destination. By rout-
ing some of the flow along an alternate path also of length
k, we have doubled the number of nodes transmitting, but
the number of transmissions needed to transmit a frame
from the source to the destination still remains at k.
Eq. (26) shows us that the network becomes more efficient
when there are more transmitting nodes. For any single
server queueing model, the term 1=ð1� qÞ in the
analytical framework for CSMA/CA wireless mesh networks,
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expression for delay implies that any linear increase in uti-
lization results in an exponential increase in delay. Thus
the delay function is optimal when traffic is distributed
equally among both paths. For unequal length paths as
much traffic as possible will be routed along the shorter
path. For multipath routing, the key idea is to distribute
traffic on multiple possible paths (especially through dif-
ferent collision domains) to involve more nodes (not more
hops) and achieve better load balance. This is similar to the
idea that more competing nodes and more balanced traffic
will help achieve better channel utilization. Based on
exhaustive analytic and simulation studies, the convex
property appears to hold for multi-commodity flows and
proofs for both the single and multi-commodity cases is
a topic of ongoing research.

The constraints are linear, so we use a flow-deviation
algorithm [17, (p. 468)] to solve this problem. Convergence
is very fast for the examples we present under the assump-
tion that the network is stable and the starting point is
feasible.

With the closed form representation for response time
obtained, we can also formulate some other optimization
problems. Possible problems include but are not limited
to: (1) obtain the maximum throughput at the gateway
while satisfying certain QoS requirements; (2) compute
the maximum throughput at each node under the principle
of rate control with proportional fairness; (3) guarantee
the load balance by obtaining the MaxMin value of delay
at each node. In this paper, we only present the case for
mean delay as an example for the application of our analyt-
ical framework.

4.3. Optimization of multiple classes of traffic

In wireless mesh networks, both real-time and non-
real-time traffic is possible. To support traffic with differ-
ent QoS requirements, one method is to apply priority at
each node.

Assume that each node i has R classes of arrivals, where
class 1 has the highest priority and class R has the lowest
priority. We denote the arrival rate of each class r as ki;r .
According to Cobham’s formula [18], the waiting time of
each class can be expressed as

E½Wi;r � ¼
E½Qi;R�

ð1� ri;rÞð1� ri;r�1Þ
; ð27Þ

where E½Q i;R� ¼
PR

k¼1ki;kE S2
i;k

h i
=2;ri;r ¼

Pr
k¼1qi;k, and

qi;k ¼ ki;k=E½Si;k�. The first and second moment of the service
times for each class can be computed using Eq. (19).

The mean total time spent at node i for each class r is
the sum of waiting time in the queue and the service time:
E½Ti;r � ¼ E½Wi;r � þ E½Si;r �.

For wireless mesh networks that support multiple clas-
ses of traffic, our goal is to guarantee the best system per-
formance in terms of average path delay, and make sure
that the high priority traffic will have short response times.

In a wired network, this goal can be achieved by opti-
mizing class by class, from high to low. By doing this we
can guarantee the highest priority traffic with the shortest
path delay while the network is still optimized for traffic as
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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a whole. When low priority traffic is added and optimized
class by class, it will not affect the delay of the higher pri-
ority traffic that has been optimized. However, similar
methods will not work for wireless mesh networks be-
cause the newly added low priority traffic will cause inter-
ference on the neighboring nodes, and lead to the
increased delay of high priority traffic. This makes the prior
optimization on high priority traffic meaningless.

If we optimize the average system delay based cost
functions for all classes of traffic, the optimization will
tend to minimize the system delay of the traffic with high-
er volume, which is generally the lower priority classes.
Thus, this kind of optimization may result in greater path
delays for the higher priority traffic, which must be
avoided.

As a solution, we propose the following efficient
algorithm:

(1) Optimize the system delay for all O–D pairs as a sin-
gle class.

(2) Among paths chosen for each O–D pair, optimize for
each class, from high to low priority.

The first step of this algorithm can guarantee optimal
system delay and the traffic load for each path. In the sec-
ond step, the optimal distribution of load among optimal
chosen paths is explored for high priority classes.
5. Numerical results

5.1. Simulation model

We use CSIM simulation tools to construct the simula-
tion model. If a node has a frame to transmit, it will first
wait one backoff period which is exponentially distributed
with mean 1=b. Upon completion of the backoff period, col-
lision resolution has been finished and this node has the
accurate knowledge about the availability of the channel.
If the channel is not available, the node will return to back-
off, otherwise the frame is transmitted with a mean time of
1=l. Frames are forwarded based on the route indicated in
the frame header.

In the scenarios we show in this Section, we assume the
maximum transmission rate is 10 Mbps and the average
frame size is 1250 bytes (10,000 bits), resulting in a mean
transmission rate of l ¼ 1000 frames per second (fps). The
backoff rate is equal to the transmission rate.

5.2. Performance evaluation of wireless mesh networks

In this subsection we show the effectiveness of our
model by comparing analytical results to simulations.

An example of a mesh network with 10 mesh nodes and
a gateway is shown in Fig. 3. The circles around each node
indicate the interference range of each node when it is
transmitting messages. Nodes 1–5 are sources of traffic,
and the other nodes are acting as mesh routers. The buffer
size at each node is L ¼ 100.

To apply the neighbor matrix algorithm from Section
3.3, we denote the gateway, GW, as node 11. Since the
ased analytical framework for CSMA/CA wireless mesh networks,
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gateway does not send messages upstream on the same
channel, the information about node 11 can be removed
after we have obtained the neighbor matrix.

According to Fig. 3, we get the routing matrix and the
interference matrix as:

R ¼

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 1 0 0 0

0 0 0 0 0 0 0 0 1 0 0

0 0 0 0 0 0 0 0 0 1 0

0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 0 0 1

0 0 0 0 0 0 0 0 1 1 0

2
6666666666666666666666664

3
7777777777777777777777775

;

F ¼

0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 1 0 0 0 0 0

0 0 0 1 0 0 1 0 0 0 0

0 0 1 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 1 0 0 0

1 1 0 0 0 0 0 1 0 0 0

0 0 1 1 0 0 0 0 1 0 0

0 0 0 0 1 1 0 0 0 1 0

0 0 0 0 0 0 1 0 0 0 1

0 0 0 0 0 0 0 1 0 0 1

0 0 0 0 0 0 0 0 1 1 0

2
6666666666666666666666664

3
7777777777777777777777775

:

We can then obtain the neighbor matrix using the algo-
rithm described in Section 3.3. After removing the informa-
tion about the gateway, which will not affect any node
from transmitting, we have:
Please cite this article in press as: J. Zhou, K. Mitchell, A scalable delay b
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N ¼

0 1 0 0 0 1 0 1 0 0
1 0 0 0 0 1 0 1 0 0
0 0 0 1 0 0 1 0 1 0
0 0 1 0 0 0 1 0 1 0
0 0 0 0 0 1 0 1 0 1
1 1 0 0 1 0 0 1 0 1
0 0 1 1 0 0 0 0 1 0
0 0 0 0 1 1 0 0 0 1
0 0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 0 1 1 0

2
6666666666666666664

3
7777777777777777775

:

For the ease of evaluation, we assume that nodes 1–5 have
the same amount of traffic. The comparison of simulation
and analytical results for throughput and delay are shown
in Figs. 4 and 5.

As we can see, the analytical results for throughput are
almost the same as the simulation for all loads. For the de-
lay, the analytical results match perfectly with the simula-
tion results for low load and heavy load, while there is a
slight difference for moderate load. In total, the analytical
results are very good at catching the abrupt increase in de-
lay as the load increases.

An interesting phenomenon we can observe is that the
throughput of nodes 6–9 decreases after the loads at the
source nodes surpass a certain point. The reason is that
the lightly interfered nodes 1–5 tend to have higher
throughput as the traffic increases, causing more interfer-
ence and lower throughput at nodes 6–9. The result is that
nodes 6–9 become the bottlenecks of this network.

Ironically, although nodes 1–5 prevail in the competi-
tion with those bottleneck nodes, resulting in more frames
sent to the downstream bottleneck nodes, a greater number
of them are dropped by the bottleneck nodes due to stron-
ger interference at these nodes. Consequently, as more
frames are transmitted from the source nodes, fewer will
arrive at the gateway, causing lower overall throughput.

We also observe that the delay at congested nodes
eventually converges. This is because the throughput at
each node will become fixed as the load is over a certain
limit, and the average queue length will approach the buf-
fer size. According to Little’s law, the average waiting time
for those accepted sessions will converge to a fixed value.

As another example, we show a mesh network with
arbitrary topology as shown in Fig. 6.

There are 20 nodes arbitrarily distributed in a
400 m � 400 m area, the transmission range of each node
is 100 m. Nodes 3, 4, and 7 have traffic to be sent through
the gateway, which is node 20. Nodes that can interfere
each other are connected by the dotted lines, while the so-
lid lines represent the routing relationship among them.
The arrival rate at node 4 is assumed to be fixed at
50 fps, and the load at node 3 and 7 can vary. For the ease
of evaluation, we assume that the traffic rates at node 3
and 7 are always the same.

The analytical and simulation results for delay at nodes
are shown in Fig. 7. Again, they are very close over a wide
variety of offered loads.

In Fig. 8, the throughput of node 10, 19, and the gate-
way are compared. The differences between the analytical
ased analytical framework for CSMA/CA wireless mesh networks,
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result and simulation are small. Similar to the 10-node
example shown previously, the throughput at the gateway
decreases after the load at the source nodes reaches a cer-
tain point.
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From Fig. 8 we can also see that when the load is low, no
loss happens; as the loads keep increasing, loss occurs at
node 19 and heavily interfered upstream nodes like node
6 and node 1. However, the bottleneck problem can be
solved by choosing routes wisely for certain source-desti-
nation pairs. This will be shown in the next subsection.

5.2.1. Remarks 1

(1) Without any control, source nodes with light inter-
ference can cause very low throughput in the whole
mesh network.

(2) The throughput analysis based on a saturated load
assumption is impractical in a wireless mesh net-
work. Main reasons include: (a) Some intermediate
nodes in a mesh network will never become satu-
rated if they are less interfered with than upstream
nodes. (b) A certain congestion control mechanism
must be applied to make sure the network achieves
high throughput and provides QoS for real-time traf-
fic. Thus source nodes can not transmit at full rate.

(3) An analysis based on unsaturated loads is necessary
and also possible. With our closed form expression
of the constraints (including queueing system utili-
zation, response time etc.), further analysis on the
practical throughput becomes feasible.
ased analytical framework for CSMA/CA wireless mesh networks,
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5.3. Comparison with IEEE 802.11

From the above subsection it can be seen that the ana-
lytical results obtained from the iterative methods are very
close to the simulation results that employ the same proto-
col under the same assumptions. This subsection is to
show how the analysis performs compared to IEEE 802.11.

The main differences between our protocol and IEEE
802.11 include: (1) IEEE 802.11 uses time slots for backoff
time, and the length of backoff time is a uniform random
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integer between 1 and the contention window size; in con-
trast, the backoff time in our model is assumed to be con-
tinuous and exponentially distributed; (2) the service time
for each frame is generally determined in 802.11, while it is
assumed to be exponentially distributed in the protocol
employed in this paper. The scenario evaluated is same
as Fig. 3. From Figs. 9 and 10 it can be seen that the above
differences do not cause any obviously large discrepancies
between our analytical results and IEEE 802.11. This is not
that surprising, as we are performing an average value
analysis, so the result is sensitive to the average value
rather than the distribution which confirms Kleinrock
and Tobagi’s observations [12,13]. In conclusion, this
means that our analytical model can also be used for
802.11.

It is also noteworthy to mention that binary exponential
backoff used in 802.11 will cause serious unfairness in a
multi-hop network [29,30]. This is why we assume that
each node achieves the same mean duration of the backoff
period in the simulation for 802.11, just as if a constant
backoff period is used (like in our protocol).

5.4. Path delay based multipath optimization

With the topology shown in Fig. 6, traffic from node 4 to
gateway can take five possible paths: path 4-15-1-8-19-
GW, path 4-2-18-13-19-GW, path 4-2-6-17-10-GW, path
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4-5-6-17-10-GW, and path 4-9-6-17-10-GW. We denote
those paths as path 1 to 5 correspondingly. For different
values of k3; k4 and k7, we can get the optimal paths by
solving the optimization problem (Eqs. (22)–(25)).

As a first example, we let k4 and k7 be fixed at 50 fps and
120 fps, respectively. Optimization results for the traffic
distribution out of node 4 are then obtained for different
traffic rates at node 3 ðk3Þ. As shown in Fig. 11, the paths
taken are 2 and 5. However, when the traffic from node 3
becomes higher, more traffic will take path 5 because the
interference (from path 3-GW) on nodes along path 2 will
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Fig. 11. Optimized traffic distribution for varying k3.
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become heavier, and makes the cost of taking this path
higher. After a certain point, the interference generated
by path 3-GW is so high that all traffic from node 4 takes
path 5.

As a symmetric case, we let k3 and k4 be fixed at 120 fps
and 50 fps, and let k7 vary. The corresponding optimization
results are shown in Fig. 12a. When the traffic from node 7
is low, the paths taken are still path 2 and 5. However,
more and more traffic goes to path 2 since the traffic in-
crease at node 7 makes the loads and interference for
nodes along path 5 go up. When k7 keeps increasing, the
interference on nodes along path 2 becomes heavier and
heavier, leading more and more traffic to path 1.

Finally, we can watch the variation of the traffic distri-
bution with the increase of traffic from node 4 by letting
both k3 and k7 be equal to 120 fps. In Fig. 12b we can see
that paths 2 and 5 are still the most favorable choices for
light traffic loads. However, when the traffic becomes high,
path 1 is also taken. The reason is that, after a certain point,
the added burden on path 2 or 5 causes heavier interfer-
ence on each other, making it more costly than distributing
the traffic on path 1. Also note that the traffic on path 2 be-
comes less after the source traffic becomes substantially
high. This is because paths 1 and 5 are much further apart
and generate less interference than path 2. In return, more
traffic on paths 1 and 5 will lead to high interference on
path 2, making it even more unfavorable.
 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 60  80  100  120  140

O
pt

im
iz

ed
 tr

af
fic

 d
is

tri
bu

tio
n

Arrival rate of Node 4

Path 1
Path 2
Path 3
Path 4
Path 5

ion while varying k4 and k7.

ased analytical framework for CSMA/CA wireless mesh networks,

http://dx.doi.org/10.1016/j.comnet.2009.05.013


J. Zhou, K. Mitchell / Computer Networks xxx (2009) xxx–xxx 13

ARTICLE IN PRESS
As a benefit of optimization, in Fig. 13a we can see that
the system can support as much as 150 fps traffic from
node 4. In contrast, in Fig. 13b we show that, if we just
use a single path, the most traffic that can be supported
is about 100 fps (k3 and k7 are also fixed at 120 fps, and
path 4 is omitted here since its path delay is same as path
5). Among those single paths, we can see that path 2 is the
best single path, and the maximum supported traffic from
node 4 is about 100 fps. In contrast, path 1 can only sup-
port 75 fps of traffic from node 4. This also explains why
path 1 is not chosen until the load is very high (Fig. 12b).

From the experiments shown above, we can conclude
that multipath routing tends to find the paths that are least
loaded and interfered, which helps to balance the load in
the system and improve the effective throughput of the
network.

5.5. Optimization for multiple classes of traffic

With our algorithm for optimization of multiple classes
of traffic in Section 4, the high priority traffic will tend to
take the path that is cheapest (in term of delay). So, when
the cost of paths are not different enough, it is also possible
that the high priority traffic will be distributed on several
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different paths. In this subsection we show some examples
to verify the validity of our algorithm.

Still consider the topology of Fig. 6. Assume that there
are two classes of traffic starting from node 3, 4 and 7,
and the class 1 traffic at each source node is 20 fps. Let
k3 ¼ 120 fps and k7 ¼ 120 fps, we observe the traffic
change as the load on node 4 varies. The results are shown
in Fig. 14a.

Recall what we have shown in Fig. 12b, when the traffic
from node 4 is low, paths 2 and 5 are chosen, and path 2 is
favored over path 5; when the load becomes heavy, path 1
will also be taken. However, we can see that path 2 is not
favored by the high priority traffic. In fact, path 5 and path
1 are better choices. The reason behind this is that the load
on paths 1 and 5 is much higher than path 2 due to the
traffic originating from nodes 3 and 7, which makes path
2 a better choice to distribute traffic from node 4. However,
the interference on paths 1 and 5 is even lighter than on
path 2, making these paths favorable for high priority
traffic.

Another interesting phenomenon is that although path
5 tends to take all of high priority traffic (when k4 6 80),
it can only take partial traffic since the optimized total traf-
fic allocated for path 5 is less than the high priority traffic
out of node 4. This means that to guarantee the optimized
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performance of the whole system, high priority traffic will
sacrifice a little bit of performance.

In Fig. 14b, the corresponding system delay for class 1
and 2 and all the traffic is shown. Obviously, the class 1
traffic is little affected by the increase of the system load,
while for class 2, it can increase very fast as the load be-
comes heavy. The privilege of class 1 traffic is especially
obvious when the system load is heavy. This indicates that
the algorithm we provide is efficient at guaranteeing QoS
of high priority traffic in wireless mesh networks.

5.5.1. Remarks 2

(1) The high priority traffic will always take the paths
that are least interfered with.

(2) The performance of high priority traffic might be
sacrificed a little bit to ensure the optimized perfor-
mance of the whole network.
6. Conclusion

In this paper, the concept of neighboring nodes is ex-
tended to incorporate both directly interfering nodes and
hidden terminals of each node based on the topology and
routing in the network. Based on the relationships of
‘‘neighbors”, we use a node based analysis where an itera-
tive process is used to find the probability of a successful
transmission at each node. To facilitate neighbor identifi-
cation, an algorithm is provided. The comparison of simu-
lation and analytical results show that our analytical
method is accurate under both saturated and unsaturated
cases. In addition, the bottleneck nodes can be easily iden-
tified using our analytical method.

For the infinite buffer case, we derive a closed form rep-
resentation for response time, which allows for a much
more sophisticated analysis. As a representative applica-
tion, we develop a model to identify the optimal multipath
flow that minimizes the mean delay in the network. The
optimization helps to find the best paths and traffic distri-
bution, which improves the performance and capacity of
the whole network. Furthermore, for multiple classes of
traffic, optimizing overall network delay while providing
QoS for high priority traffic becomes possible.

With the closed form representations for queueing sys-
tem utilization and response time, another important class
of study is the throughput analysis under unsaturated load,
with different throughput and delay constraints. Possible
open problems include but are not limited to: (1) obtaining
the maximum throughput at the gateway while satisfying
certain QoS requirements; (2) computing the maximum
throughput at each node under the principle of rate control
with proportional fairness; (3) maximum throughput anal-
ysis with the constraints of relaying at certain nodes. All of
these are possible future work.
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